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Introduction

➢ Measurement Invariance (MI) is a statistical property of a measurement tool

➢ MI indicates whether the instrument measures the same construct…

➢ …across different groups and/or…

➢ …over time

➢ Measurement invariance should be (at)tested before comparing groups in 

a specific variable, as well as before running longitudinal analyses with 

the same construct(s) assessed over time

➢ Despite it is a long-standing topic (e.g., Meredith, 1964, Psychometrika), still several 

research assumes that instruments are invariant “by default”

3



Introduction

4

Two botanists see two plants. One plant is on the south side of a hill; it is tall, has broad leaves, and a 
slender stem. The other is on the north side of a hill; it is short, thin leaved, and has a thick stem. Although 
these outward characteristics and differences are easily observed, they wonder whether the two plants are 
the same species or not. If the plants are the same species, they argue, then the different growth patterns 
have been shaped by the context of being on the north or south side of a hill. Otherwise, the differences 
occur because they are different species of plant.

To test their conjectures, they carefully dig down to the roots of the plants. If each plant is the same 
species, it should have a signature root system. In this case, they see that the first plant has three roots, 
which follow a particular pattern of length and thickness: the first is medium long and medium thick, the 
second is longest and thickest, and the third is shortest and thinnest. They carefully dig up the other plant
and see that it, too, has three roots that follow the same pattern of relative length and thickness, except 
that, for this plant, they see that, like the plant itself, all the roots are longer and thinner by about the same 
proportions.

Because both plants have the same number of roots that follow the same pattern of length (loadings) and 
thickness (intercepts), they conclude that the plants (constructs) are fundamentally the same species 
(factorially invariant) and that the observed differences (cross-time differences or group differences) are 
due to the context. They also notice that the amounts of dirt and spindly bits still on the roots appear to be 
about the same, but they ignore this information because it’s just dirt and spindly bits (residuals).

Little (2013, p. 137-138; Longitudinal Structural Equation Modeling, Guilford)



Introduction

5

Instrument

Construct

Indicators Variables

Operationalization Process

Screenshot from Nesselroade & Molenaar (2016)

➢ Are you sure that the link between latent variable and its indicators is the 

same across groups and/or time??



Introduction

➢ Thus, MI is a fundamental aspect of Internal/Structural Validity of a measure

➢ Qualitative Validity

➢ Face Validity

➢ Content Validity

➢ Internal (or Structural) Validity

➢ Reliability

➢ Measurement Invariance

➢ External Validity

➢ Construct

➢ Criterion

➢ Convergent

➢ Divergent

➢ Discriminant

6



MI with Continuous Indicators

➢ MI is tested by comparing increasingly constrained models

➢ Configural Invariance -> the structure of the latent variable(s) is the 

same across groups (g ≠ g’) and/or over time (ξg = ξg')

➢ Metric Invariance (also called Weak Invariance) -> factor loadings are 

equivalent across groups and/or over time (Λg = Λg')

➢ Scalar Invariance (also called Strong Invariance) –> intercepts of 

observed variables are equivalent across groups and/or over time (τg = 

τg')

➢ Strict Invariance (also called Residual or Invariant Uniqueness 

Invariance) -> residual variances of observed exogenous variables are 

equivalent across groups and/or over time (Θδ,g = Θδ,g')

➢ Scalar/Strong invariance is requested to compare means
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MI with Continuous Indicators – Multiple-group
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MI with Continuous Indicators – Longitudinal
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MI with Continuous Indicators – Reporting results

10

Invariance step is passed if ΔCFI < .10; otherwise «partial measurement

invariance»
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Alessandri, G., Perinelli, E., Filosa, L., Eisenberg, N., & Valiente, C. (in press). The validity of the higher-order structure of 

effortful control as defined by inhibitory control, attention shifting, and focusing: A longitudinal and multi-informant study. 

Journal of Personality. https://doi.org/10.1111/jopy.12696 [Table S2 is in Supplementary Material]

OSF (Mplus and R scripts)

https://osf.io/j8cfv/?view_only=94794d1aaf2e41c0990287833ec04594

MI with Continuous Indicators – Reporting results

https://doi.org/10.1111/jopy.12696
https://osf.io/j8cfv/?view_only=94794d1aaf2e41c0990287833ec04594


MI with Continuous Indicators – Multiple-group X Time
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Perinelli, E., Pisanu, F., Checchi, D., Scalas, L. F., & Fraccaroli, F. (2022). Academic self-concept change in

junior high school students and relationships with academic achievement. Contemporary Educational 

Psychology, 69, Article 102071. https://doi.org/10.1016/j.cedpsych.2022.102071

https://doi.org/10.1016/j.cedpsych.2022.102071


MI with Ordinal Variables
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➢ With ordinal variables the routine change

➢ First of all, pay attention that all the observed variables across groups hold the same

categories; otherwise, a solution is to collapse two categories in one category

(DiStefano, Shi, & Morgan, 2021; but see Rutkowski, Svetina, & Liaw, 2019).

➢ Second, the steps of invariance are different than the classical one

➢ Baseline Model -> Similar to configural invariance for continuous variables

➢ Equal Threshold Model -> Fix the thresholds to be equal across groups and/or 

over time

➢ Equal Thresholds and Loadings Model –> Only now you can fix loadings to 

equality

➢ Suggested reading for Mplus and R script: Svetina, Rutkowski, & Rutkowski (2020, 

SEM)
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Bullying

at Work 
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Note. Asterisks indicate latent continuous variables assumed to underlie the observed categorical indicators. 

Given that we collapsed category 5 within category 4 (due to cells imbalance across gender), each item has 3 

thresholds. Residual variance of each y* is fixed to be zero. Paths for mean-level structure are reported in 

grey for sake of clarity.

Perinelli, Balducci, & Fraccaroli (under review); a poster version is available at

http://dx.doi.org/10.13140/RG.2.2.26701.10720

MI with Ordinal Variables

http://dx.doi.org/10.13140/RG.2.2.26701.10720
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MI with Ordinal Variables

Perinelli, Balducci, & Fraccaroli (under review); a poster version is available at

http://dx.doi.org/10.13140/RG.2.2.26701.10720

http://dx.doi.org/10.13140/RG.2.2.26701.10720
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MI with Ordinal Variables

Perinelli, Balducci, & Fraccaroli (under review); a poster version is available at

http://dx.doi.org/10.13140/RG.2.2.26701.10720

http://dx.doi.org/10.13140/RG.2.2.26701.10720
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MI with Ordinal Variables

➢ In the Appendix file (MI_Ordinal.html) you can find more information, such as

➢ Kendall rank correlations (in APA style)

➢ Reliability for ordinal data

➢ R (lavaan) scripts for the Baseline, Equal Thresholds, Equal Thresholds and Loadings 

models

➢ Summary of Results



Other topics

➢ Measurement invariance with second-order factors (Chen, Sousa, & 

West, 2005)

➢ Measurement invariance with Exploratory SEM (ESEM; Marsh, Morin, 

Parker, & Kaur, 2014)

➢ Approximate Measurement Invariance (this is a Bayesian approach; 

Muthén & Asparouhov, 2012, Psychological Methods; Van De Schoot, 

Kluytmans, Tummers, Lugtig, Hox, & Muthén, 2013)

➢ Alignment-within-CFA (AwC) approach (Marsh, Guo, Parker, Nagengast, 

Asparouhov, Muthén, & Dicke, 2018)

➢ What if groups are unbalanced? See Yoon and Lai (2018)

➢ lavaan tutorial on MI https://lavaan.ugent.be/tutorial/groups.html
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Conclusion and food for thought

➢ Measurement “quality” is a pivotal requirement for attesting the goodness of 

the research, in particular in non-experimental research

➢ The increasing interest in Big Data, Machine Learning, and Data-driven 

approaches should not bring researchers to neglect the internal validity of 

the instruments we use (see the works by Ross Jacobucci, in particular Jacobucci & 

Grimm, 2020, Machine learning and psychological research: The unexplored effect of 

measurement. Perspectives on Psychological Science)

➢ Measurement invariance is a structural validity analysis that may give to 

psychometrics an important place even in fields of applications outside 

“classical” statistics (e.g., in statistical learning)

➢ See Bleidorn, Hopwood, & Wright (2017) for some examples about the 

importance of validity (and implicitly of MI) of digital footprints
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Thanks for your attention

enrico.perinelli@unitn.it
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